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ABSTRACT
We showcase a system for real-time video text recognition.
The system is based on the standard workflow of text spot-
ting system, which includes text detection and word recog-
nition procedures. We apply deep neural networks in both
procedures. In text localization stage, textual candidates
are roughly captured by using a Maximally Stable Extremal
Regions (MSERs) detector with high recall rate, false alarms
are then eliminated by using Convolutional Neural Network
(CNN ) verifier. For word recognition, we developed a skele-
ton based method for segmenting text region from its back-
ground, then a CNN based word recognizer is utilized for rec-
ognizing texts. Our current implementation demonstrates a
real time performance for recognizing scene text by using a
standard laptop with webcam. The word recognizer achieves
competitive result to state-of-the-art methods by only using
synthetical training data.

CCS Concepts
•Computing methodologies → Computer vision; Vi-
sual content-based indexing and retrieval; •Computer
systems organization → Real-time systems;
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1. INTRODUCTION
The amount of video data available on the World Wide

Web (WWW ) is growing rapidly. According to the official
statistic-report of YouTube, 100 hours of video are uploaded
every minute. Therefore, how to efficiently retrieve video
data on the WWW or within large video archives has become
a very important and challenging task.

On the other hand, due to the rapid popularization of
smart mobile and wearable devices, large amounts of self-
recorded “lifelogging” videos are created. Generally, it lacks
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metadata for indexing such video data, since the only search-
able textual content is often the title given by the uploader,
which is typically brief and subjective. A more general so-
lution is highly desired for gathering video metadata auto-
matically.

Text in video is one of the most important high-level se-
mantic feature, which directly depicts the video content. In
general text displayed in a video can be categorized into
scene text and overlay text (or artificial text). In contrast
to overlay text, to detect and recognize scene text is often
more challenging. There are numerous problems affecting
the recognition results, as e.g., texts appeared in a nature
scene image can be in a very small size with high variety
of contrast; motion changes of the camera may affect the
size, shape and brightness of text content, and may lead
to geometrical distortion. All of those factors have to be
considered in order to obtain a correct recognition result.

Most of proposed scene-text recognition methods can be
briefly divided into two categories, either based on con-
nected components (CCs) or sliding windows. The CCs
based approaches include Stroke Width Transform (SWT )
[4], MSERs [11], Oriented Stroke [12] etc. One of the signifi-
cant benefits of CCs based method is its computational effi-
ciency since the detection is often a one pass process across
image pixels. The sliding window based methods as e.g.,
[14, 3, 13, 7] usually apply representative visual features to
train a machine learning classifier for text detection. Here
hand-crafted features [13, 9, 1] as well as deep features [14,
7] can be applied, and text regions will be detected by scan-
ning the whole image with a sub-window in multiple scales
with a potential overlapping. In [14, 3, 7], sliding window
based methods with deep features achieved promising accu-
racy for end-to-end text recognition. [15] propose to con-
sider scene text detection as a semantic segmentation prob-
lem, by which their Fully Convolutional Network (FCN )
performs per-pixel prediction for classifying text and back-
ground. However, their proposed approaches may hard to
achieve sufficient performance for real-time application due
to the expensive computation time.

In our approach, we intended to take advantages from
both categories, i.e. the computation benefit of CCs based
algorithm and the powerful text-classification ability of deep
features. The demonstrated system achieves real-time per-
formance1 on a standard laptop (3.2 GHz CPU×4, 8G RAM,
NVIDIA GeForce 860M) with webcam.

1Similar to [11], we consider the real-time ability of a video
text recognition system if its response time is comparable to
a human.
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2. SYSTEM DESIGN
In this section, we will briefly describe the main work flows

of the system, and report evaluation results on ICDAR 2015
Robust Reading Competition Challenge 2 - Task 3 “Focused
Scene Word Recognition”.

2.1 Text Detection
In [14, 8, 7], the authors were intended to achieve the best

end-to-end text recognition accuracy. Therefore in text de-
tection step, their systems have been tuned to produce text
candidates with high recall, and the subsequent recognition
engines will further eliminate the false alarms. Since recog-
nition procedures are often time consuming, we thus keep
the text detection result as accurate as possible, and only
pass the text candidates with high confidence to the recogni-
tion stage. We apply MESRs [10] based detector to roughly
detect character candidates from the input video frame with
high recall rate. All candidate regions are further verified by
using a grouping method and CNN classifier. The applied
binary CNN classifier has been trained by using deep net-
work similar to [5].

2.2 Text Segmentation
We developed a novel skeleton-based approach for text

segmentation, which will simplify the further OCR process.
In short, we determine the text gradient direction for each
text candidate by analyzing the content distribution of their
skeleton maps. We then calculate the threshold value for
seed-selection by using the skeleton map which has been
created with the correct gradient direction. Subsequently,
a seed-region growing procedure starts from each seed pixel
and extends the seed-region in its north, south, east, and
west directions. The region grows iteratively until it reaches
the character boundary. This method achieved the first
place in ICDAR 2011 text segmentation challenge for born
digital images.

2.3 Word Recognition
In this step verified text candidates are first separated

into words. Word recognition is accomplished by perform-
ing joint-training of CNN and LSTM [6] based Recurrent
Neural Network, followed by a standard spell checker. In
order to train the deep network we developed a data en-
gine, which created several millions of synthetical training
data by considering different scene factors such as font style,
background, lighting effect, contrast ratio etc.

2.4 Evaluation Result
We evaluated our word recognizer by using ICDAR 2015

Robust Reading Competition Challenge 2 - Task 3 “Focused
Scene Word Recognition” dataset (refer to IC15) in the un-
constrained manner2. Since the output of our word recog-
nizer is case-insensitive, we thus only consider the evaluation
results of the category“Word Recognition Rate (Uppercase)”
(WRR-U) from the ICDAR 2015 online evaluation system.
We also created evaluation result ignored capitalization and
punctuation differences using this dataset (refer to I.C.P),
and compared with the best known methods [2, 7].

Table 1 shows the comparison results to previous methods
on IC15 dataset. In I.C.P evaluation, our current result out-
performs JOINT-model from [7], but comes behind Google’s

2The OCR results are not constrained to a given lexicon.

Description WRR-U

I.C.P
PhotoOCR [2] 0.876
Our result 0.857
Jaderberg’s JOINT-model [7] 0.818

IC15

SRC-B-TextProcessingLab* 0.8895
Baidu-IDL* 0.872
Megvii-Image++ [15] 0.8603
PhotoOCR [2] 0.853
Our result 0.826
NESP 0.6484
PicRead 0.6192
PLT 0.6311
MAPS 0.6329
Feild’s Method 0.5233
PIONEER 0.5571
Baseline 0.4658
TextSpotter 0.2813

Table 1: Evaluation result on IC15. The base-
line method is from a commercially available OCR
system. We are intended to include results that
are not constrained to a pre-defined lexicon. How-
ever the methods marked with * are not published,
therefore they are not distinguishable. (Last check:
20/05/2016)

photoOCR by 1.9%. We didn’t considered the DICT-model
from [7], since its result is constrained to lexicons. Accord-
ing to the IC15 ranking results, our approach is currently
not able to outperform the results created by commercial or-
ganizations such as SRC-B, Baidu-IDL, Megvii and Google,
but improves on the next best one (NESP) by almost 18%
of WRR-U. Our result is still competitive to commercial or-
ganizations, regarding that we have only used synthetical
training data, and applied more succinct network architec-
ture by taking into account of the execution speed. In con-
trast, [2] applied several millions of manually labelled sam-
ples, and the processing time of their system is around 1.4
secs per image. To process a 640 × 480 image, the system
from [15] needs about 20 secs on CPU or 1 sec on GPU only
for text localization. Therefore, our system is obviously su-
perior regarding running time. This can be proved by our
demo video captured by using a laptop and a video camera3.
The OCR analysis has been performed on every input frame
from the camera.

3. DEMO SETUP
We will show case the proposed video ocr system in an

interactive manner. The input video stream will be captured
by using a live camera, and the ocr result will be directly
displayed on the computer screen. The hardware needed to
be prepared by the authors are a laptop and a video camera.
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