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= Considering the meaning(s) of a word in addition to its written
form

s Word Sense
o A discrete representation of an aspect of the meaning of a word
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m Lexeme

o An entry in a lexicon consisting of a pair:
a form with a single meaning representation

o Camel (animal)
e Camel (music band)

s Lemma
o The grammatical form that is used to represent a lexeme

o Camel
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= Words which have similar form but different meanings

Camel (animal) s
Camel (music band)
Write e

Right

O o

0o o
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m Realizing lexical relations among words

o Hyponymy (is a) {parent: hypernym, child: hyponym }
e dog & animal

o Meronymy (part of)

e arm & body
o Synonymy
o fall & autumn
o Antonymy
o tall & short Relations are between senses
rather than words
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m A hierarchical database of lexical relations

Three Separate sub-databases
o Nouns
o Verbs
o Adjectives and Adverbs

Closed class words are not included

Each word is annotated with a set of senses

= Available online
0 http://wordnetweb.princeton.edu/perl/webwn
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Number of words in WordNet 3.0

| Category | Entry |
Noun 117,097
Verb 11,488
Adjective | 22,141
Adverb 4,061

Average number of senses in WordNet 3.0

| Category | Sense |

Noun 1.23
Verb 2.16
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Word Sense e

Synset (synonym set)

WordNet Search - 3.1

Word to search for: [band Search WordNet
Display Options: [(Select option to change) ¥

Key: "S:" = Show Synset (semantic) relations, " Show Word (lexical) relations
Display options for sense: (gloss) "an example sentence”

Noun

.S an unoficial association of people or groups) "the smart
Set gOBETTETE"TEY WETa an angry lot"

«+ S:(n) band (instrumentalists not including string players)

« S:(n) band, banding, stria, striation (a stripe or stripes of contrasting color)
"chromosomes exhibit characteristic bands"; “the black and yellow banding of bees

« S:(n) band, banding, stripe (an adomment consisting of a strip of a contrasting color
or material)

S: (n) dance band, band, dance orchestra (a group of musicians playing popular
music for dancing)

« S:(n) band (a range of frequencies between two limits)

« S:(n) band (a thin flat strip of flexible material that is worn around the body or one of
the limbs (especially to decorate the body))

S: (n) isthmus, band (a cord-like tissue connecting two larger parts of an anatomical
structure)

S: (n) ring, band (jewelry consisting of a circlet of precious metal (often set with
jewels) worn on the finger) "she had rings on every finger"; "he noted that she wore a
wedding band”

S: (n) band (a driving beltin machinery)

S: (n) band (a thin flat strip or loop of fiexible material that goes around or over
something else, typically to hold it together or as a decoration)

S: (n) band, ring (a strip of material attached to the leg of a bird to identify it (as in
studies of bird migration))

S: (n) band (a restraint put around something to hold it together)

.

.

.

B

.

.

.

Verb

« S:(v) band (bind or tie together, as with a band)
+ S:(v) fing, band (attach a ing to the foot of, in order to identify) “ring birds"; “band the
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Word Relations (Hypernym) Plattner

« S:(n) 1ing, band (jewelry consisting of a circlet of precious metal (often set with
jewels) worn on the finger) "she had rings on every finger"; "he noted that she wore a
wedding band”

o direct hyponym  full hyponym
o direct hypernym | inherited hypernym | sister term
« S:(n)jewelry, jewellery (an adornment (as a bracelet or ring or necklace)
made of precious metals and set with gems (or imitation gems))
«+ S:(n) adomment (a decoration of color or interest that is added to
relieve plainness)

St ormament, used
1o beautify)
« S:(n) artifact, artefact (a man-made object taken as a
whole)

« S:(n) whole, unit (an assemblage of parts that is
regarded as a single entity) "how big is that part
ccompared to the whole?"; "the team is a unit"

« S:(n) object, physical object (a tangible and
visible entity; an entity that can casta
shadow) "it was full of rackets, balls and
other objects”

« S:(n) physical entity (an entity that has
physical existence)

« S:(n) entity (that which is
perceived or known or inferred to
have its own distinct existence
(living or nonliving))
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Word Relations (Sister) Plattner

« S:(n) set, circle, band, lot (an unofficial association of people or groups) "the smart
sef goes mere " "they were an angry lot"
o direct hyponym / full hyponym
o direct hypernym / inherited hypernym [ sister term
« S:(n) social group (people sharing some social relation)

« S:(n) body (a group of persons associated by some common tie or
occupation and regarded as an entity) “the whole body filed out of
the auditorium’; "the student body"; "administrative body"

S: (n) society (an extended social group having a distinctive cultural

and economic organization)

S: (n) minority (a group of people who differ racially or politically

from a larger group of which it is a part)

S: (n) sector (a social group that forms part of the society o the

economy) "the public sector

« S:(n) interest, interest group ((usually plural) a social group whose

lembers control some field of activity and who have common aims)

e iron interests stepped up production”

« S:(n) kin, kin group, kinship group, kindred, clan, tribe (group of

people related by blood or marriage)

S:(n) kith (your friends and acquaintances) “all his kith and kin"

(n) fringe (a social group holding marginal or extreme views)

‘members of the finge believe we should be armed with guns at all

times"

S: (n) gathering, assemblage (a group of persons together in one
ce)

.

.

.

.

.

S: (n) congregation, fold, faithful (a group of people who adhere to a
commen faith and habitually attend a given church)

S: (n) organization, organisation (a group of people who work
together)

S: (n) phylum ((linguistics) a large group of languages that are
historically related)

(n) force (a group of people having the power of effective action)
‘e joined forces with a band of adventurers”

S: (n) platoon (a group of persons who are engaged in a common
activity) "platoons of tourists poured out of the busses"; "the
defensive platoon of the football team"

S: (n) revolving door (an organization or institution with a high rate
of tumover of personnel or membership)

S: (n) set, circle, band, lot (an unofiicial association of peuple or
groups) “the smart set goes there"; "they were an angry lof

S: (n) organized crime, gangland, gangdom (underworld
organizations)

(n) subculture (a social group wumn 2 national culture that has

Hictintiva nattarne f hahavinr and hal
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Applications

15 . .
m Information retrieval
m Machine translation

m Speech synthesis
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Information retrieval

cane ol |

e e

RJ. Reynods
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sted tis page 2 tmes. Lastvit 416122

‘Camel - Wikipedia, the free encyclopedia

enwkipeda crghukiCamel

 Bacian camel - Dromedary - Ausiraia el camel - Camel (dsambiuaton)

- ki g
e wkipedia orghniCamel_(band)

‘Apache Camel. Index
camel apache.org
ameworks such as Spring, Bueprint and Guie. Camel ao has ..
Misicome (0 the Offica Camel Website
e camelproducion
Tour nk " Home ste o
founder Andy Latiner.
Camel Pictures and Facts
ohn netcamel-piures-focts/
A comprehensive ook a camels and thei vial roe i hisory. Take & fun qu, and see
San Diego Zoo's Animal Bytes: Camel
v 5aneg0200 org/anenabytesi-camel hnl

Camel - Free listening, videos, concerts, stats, & pictures at Last.fm /
W o TmimusKcCamel
ich s & e ke o Cme: el Suprisr & e, s 58 s
CRMEL & e 00 g o Cokdons. . En
- NU RMX UPI! | Free Music. Tour Dates, Photos, Videos
o yspace com/camelblanco

AMEL - NU RMX UPII' ol prfie incuding th latest music, albums, songs, musc
Wideos and more updates.

[t per, ition - OReilly Meds
Sy orely oM STACE0005T 6o

ocen sad, the Camel Book i geting & new editon, sited (a of s
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17

Translate From: English - detected ~ L To: German ~
English Spanish French English  Chinese (Simplified) German
| get money from the bank. x Ich bekomme Geld von der Bank.
The bank of river was very nice. Die Ufer des Flusses war sehr schon.
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Sense: band 532736 Music N

The band made copious recordings now regarded as classic from
1941 to 1950. These were to have a tremendous influence on the
worldwide jazz revival to come During the war Lu led a 20 piece
navy band in Hawaii.
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Institut

Sense: band 532838 Rubber-band N

He had assumed that so famous and distinguished a professor
would have been given the best possible medical attention it was
the sort of assumption young men make. Here suspended from
Lewis’s person were pieces of tubing held on by rubber bands an
old wooden peg a bit of cork.
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Sense: band 532734 Range N

There would be equal access to all currencies financial
instruments and financial services dash and no major
constitutional change. As realignments become more rare and

exchange rates waver in narrower bands the system could evolve
into one of fixed exchange rates.
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Institut

21 = Input

o A word
o The context of the word
o Set of potential senses for the word

s Output
o The best sense of the word for this context
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Approaches

22
m Thesaurus-based

m Supervised learning

= Semi-supervised learning
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m Extracting sense definitions from existing sources
o Dictionaries
o Thesauri
o Wikipedia

23
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‘WIKIPEDIA

‘The Free Encyclopedia

Band

Hasso
Plattner
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From Wikiped,the free encyclopedia
Band may refer to:

Clothing, jewelry, and accessories

+ Bands (neckwear), two pieces of coth fitted around the neck as part of formal clothing for clergy, academics, and lawyers

+ Bandolier or bandoleer, an ammurition belt

« Belt (lothing)

« iedkding ring or wedding band

« Strap, an elongated flap or ribbon, usualy of fabric or leather

Science and technology

« Band (radio), a range o frequencies o wavelengths used in radio transmission and radar
+ Rubber band. 2 shr lngth of rber andex Formed i the shape of 3
« Mébius strip , an artfact
« Band (mathematics), an idempotent semigroup
« Spectral bands, part of the optical spectra of polyatomic systems
+ Metals and semiconductors
« Valence band
« Conduction band
« Band gap

Medicine and biology

« Bird ringing, or bird banding, placing a numbered bands of metal on birds' legs for identification
« A group of animals, such as gorillas or coyotes
o H
« Flocking (behavior)
« Band cel, a type of white blood cell
« Protein band, see Coomassic
« Gastric band, a weight-control measure

Organizations

» ans Ay ncrs). miny s once i he s of he alan o Crcly
e nicknamed 8nd

T e the s oo for the pr

Society and government

« Band sciety, a smallgroup o humars ina simple form of society

- The primary unt of Native Americans inthe United States

« Band (Frst Nat the primary unit in Canada
People

+ Band (sumame)
Places

« Band, Mures in Romania
« 83nd, a village in Hungary

Music

Rubber band

From Wikipedia, the free encyclopedia

This article is about the common household item. For other meanings, see Rubber band
(@isambiguation).
*Elastic band" redirects here. For the band and orchestra, see The Elastic Band. For the first aid bandage,
see elastic bandage.
A rubber band (in some regions known as a binder, an elastic or
elastic band, a lackey band, laggy band, lacka band o
gumband) s 3 short length of rubber and latex formed In the shape
of alo0p and Is commonly used to hold multiple objects together. The
rubber band was patented in England on March 17, 1845 by Stephen
Pery 231

Contents [hide]
1 Manufacturing
2 Material

Rubber bands in different colors 52
and sizes.

3.2 Rubber band size numbers
4 Thermodynamics

5 Red rubber bands

6 Ranger bands

7 Elastration

8 Model use

9 seealso

10 References

11 Extenal links

« Band, a company of musicians—see Musical ensemble:
« Rock band
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Institut

m Selecting the sense whose definition shares the most words
with the word’s context

Simplified Algorithm [Kilgarriff and Rosenzweig, 2000]

function SIMPLIFIED LESK(word,sentence) returns best sense of word
best-sense <- most frequent sense for word
max-overlap <- 0
context <- set of words in sentence
for each sense in senses of word do
signature <- set of words in the gloss and examples of sense
overlap <- COMPUTEOVERLAP (signature, context)
if overlap > max-overlap then
max-overlap <- overlap
best-sense <- sense

end return (best-sense)
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The Lesk Algorithm

= Simple to implement
= No training data needed
= Relatively bad results
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Supervised Learning ﬂ e

» Training data:
A corpus in which each occurrence of the ambiguous word w is
annotated by its correct sense

SemCor: 234,000 sense-tagged from Brown corpus
SENSEVAL-1: 34 target words
SENSEVAL-2: 73 target words
SENSEVAL-3: 57 target words (2081 sense-tagged)

oo oo
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o Using the words in the context with a specific window size

o Collocation
o Considering all words in a window (as well as their POS) and their
position

o Bag-of-word
« Considering the frequent words regardless their position
o Deriving a set of k most frequent words in the window from the
training corpus
« Representing each word in the data as a k-dimention vector
o Finding the frequency of the selected words in the context of the
current observation

Saeedeh Momtazi | NLP | 31.05.2012
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Sense: band 532734 Range N

There would be equal access to all currencies financial
instruments and financial services dash and no major
constitutional change. As realignments become more rare and
exchange rates waver in narrower bands the system could evolve
into one of fixed exchange rates.

m Window size: +/- 3

m Context: waver in narrower bands the system could
{Wn73: Pn737 Wn—27 Pn72: Wn—h Pn—1» Wn+17 Pn+17 Wn+2’ Pn+27 Wn+37 Pn+3}
{waver, NN, in , IN , narrower, JJ, the, DT, system, NN, could, MD}
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Institut

Sense: band 532734 Range N

There would be equal access to all currencies financial
instruments and financial services dash and no major
constitutional change. As realignments become more rare and
exchange rates waver in narrower bands the system could evolve
into one of fixed exchange rates.

m Window size: +/- 3
m Context: waver in narrower bands the system could

m k frequent words for band:

{circle, dance, group, jewelery, music, narrow, ring, rubber, wave}
{06, 0o, o, o, 0, 1,0, 0, 1}
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Institut

1 . N .
° m Choosing the best sense § out of all possible senses s; for a

feature vector f of the word w

-,

§ = argmax,, P(silf)

P(f|si) - P(si)
P(f)

§ = argmax,

P(?) has no effect

5= argmaxsl_P(f]s,-) - P(s))
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$ = argmax P(s;) - P(?|s,-)

priof
Probab'\\\t\j

§ = argmax, P(s;) - ﬁ P(fi|si)
j=1
L #(s)
T

#(s;): number of times the sense s; is used for the word w in the training data
#(w): the total number of samples for the word w
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Naive Bayes Classification ﬂ Pattner

$ = argmax P(s;) - P(?ys,-)

prior
Probab'\\\w

§ = argmax, P(s;) - ﬁ P(fi|si)
j=1
e #(f',Si)
PUIS) = s

#(f, si): the number of times the feature f; occurred for the sense s; of word w
#(si): the total number of samples of w with the sense s; in the training data
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“N . What is the best approach when we do not have enough data

to train a model?
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35
® @
® @
@
O O
O o0
O O
O O oXe ® A small amount of labeled data
O m A large amount of unlabeled data
A OA o m Solution
O Finding the similarity between the labeled and
A AA A unlabeled data
A A O Predicting the labels of the unlabeled data
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Institut

s What is the best approach when we do not have enough data

to train a model?

o For each sense,
¢ Select the most important word which frequently co-occurs with
the target word only for this particular sense
« Find the sentences from unlabeled data which contain the target
word and the selected word
« Label the sentence with the corresponding sense
o Add the new labeled sentences to the training data

o Example for Band

sense selected word
Music play

Rubber elastic

Range  spectrum

Saeedeh Momtazi | NLP | 31.05.2012
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© Word Similarity
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m Task

o Finding the similarity between two words

o Covering somewhat a wider range of relations in the meaning
(different with synonymy)

o Being defined with a score (degree of similarity)

Example

Bank (financial institute) & fund
car & bicycle
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Applications

= Information retrieval

m Question answering

m Document categorization
m Machine translation

m Language modeling

m Word clustering
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Question Answering Plattner

when was the first vehicle invented

(=

A ile - ia, the free

en.wikipedia.org/wiki/Automobile

Nicolas-Joseph Cugnot is widely credited with building the first self-propelled
mechanical vehicle or automobile in about 1769; he created a steam-powered ...

History of the ile - Wiki the free
en.wikipedia.org/wiki/History_of_the_automobile

The first carriage-sized automobile Suitable for Use on existing wagon roads in the
United States was a steam powered vehicle invented in 1871, by Dr. JW. ...

Who invented the ile? (Everyday Mysteries: Fun Science ...
wwa.loc.gov > Researchers

Many suggest that he created the first true automobile in 1885/1886. Below s a table
of some automobile firsts, compiled from information in Leonard Bruno's ..

When was the first car invented

wiki_answers.com > Wiki Answers > Categories > Cars & Vehicles

It is argued that this constitutes the first ‘car' ever invented, but the design was only
65cm long, had no seats or pilot controls, and was intended as little more ...

When was the First Car Invented? - Answers.Ask.com
answers.ask.com » All » Vehicles > Autos

The history of the car is varied and dates back as far as the 15th century. However
most credit the invention of the first car to Nicolas Jo... view more.

Invention Help - When was the first car invented

. invention-help.com/content/view/49/41/

I you want to know when was the first car invented, Il have to take you back 1o the
17th century in China. A Belgian missionary named Ferdinand Verbiest ...

Saeedeh Momtazi | NLP | 31.05.2012



Hasso
Approaches Inetitut

m Thesaurus-based

o Based on their distance in thesaurus
o Based on their definition in thesaurus (gloss)

41

= Distributional
o Based on the similarity between their contexts
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42 o
= Two concepts (sense) are similar if they are “nearby”

(if there is a short path between them in the hypernym hierarchy)

mediurn__g_)_f _exchange scale

money Richter scale
fund
budget

~hickel dime

Saeedeh Momtazi | NLP | 31.05.2012
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m pathlen(cq, c2) = 1 + number of edges in the shortest path
between the sense nodes ¢y and ¢

m SiMpan(Cy, C2) = — log pathlen(cy, cy)

m WOrdsim(wi, W) = MaXe, csenses(w) SIM(C1, C2)
coesenses(ws)

when we have no knowledge about the exact sense
(which is the case when processing general text)

Saeedeh Momtazi | NLP | 31.05.2012
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tad Shortcoming
o Assumes that each link represents a uniform distance
o Nickel to money seems closer than to standard

o Solution

« Using a metric which represents the cost of each edge
independently
= Words connected only through abstract nodes are less similar

Saeedeh Momtazi | NLP | 31.05.2012
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Information Content Similarity ﬂ Plattner

td Assigning a probability P(c) to each node of thesaurus
o P(c) is the probability that a randomly selected word in a corpus
is an instance of concept ¢
= P(root) = 1, since all words are subsumed by the root concept
o The probability is trained by counting the words in a corpus
o The lower a concept in the hierarchy, the lower its probability

o Zwe words(c) W
N N

words(c) is the set of words subsumed by concept ¢
N is the total number of words in the corpus that are available in thesaurus

P(c)

Saeedeh Momtazi | NLP | 31.05.2012
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Information Content Similarity ﬂ Plattner

" medium of exchange scale

currency money Richter scale

fund

N

' budget

hickel  dime

words(coin) = {nickel, dime}
words(coinage) = {nickel, dime, coin}
words(money) = {budget, fund}

words(medium of exchange) = {nickel, dime, coin, coinage, currency, budget, fund, money}
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Information Content Similarity ﬂ Plattner

i Augmenting each concept in the WordNet hierarchy with a

probability P(c)

euTty 0.395
inanima Ie—object 0.167

uaturalTb ject 0.0163

geological—for&tiou 0.00176

0.000113 11amral7levat1011 shore 0.0000836

0.0000189 hill coast 0.0000216
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Information Content Similarity ﬂ Plattner

eule 0.395
iuaninm]e—objecl 0.167

namral—Tbjem 0.0163

geological—fon%n 0.00176

0.000113 nalural—flevmion shTe 0.0000836

0.0000189 hill coast  0.0000216

m Information Content:
IC(c) = —log P(c)

= Lowest common subsumer:
LCS(c1, c2) = the lowest node in the hierarchy that subsumes both ¢ and c;
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Information Content Similarity ﬂ Plattner

97 u Resnik similarity

o Measuring the common amount of information by the information
content of the lowest common subsumer of the two concepts

SiMyesnik (€1, C2) = —log P(LCS(cy, c2))

Simyesnik (hill,coast) = — log P(geological-formation)
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Information Content Similarity ﬂ Plattner

50 m Lin similarity

o Measuring the difference between two concepts in addition to
their commonality

- _ 2log P(LCS(cy, c2))
Slm[_m(C1 ) 02) - |Og P(C1) + |Og P(CZ)

2log P(geological-formation)

simyj»(hill,coast) = log P(hill) + P(coast)
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Information Content Similarity ﬂ Plattner

m Jiang-Conrath similarity

_ 1
Simuc(Ct: %2) = {55 B(ar) + og P(cs) — 21og P(LCS(cr, o))

. 1
hill, t) = . . -
simyc(hill,coast) log P(hill) + P(coast) — 2log P(geological-formation)
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m Looking at word definitions in thesaurus (gloss)

m Measuring the similarity base on the number of common words
in their definition

Adding a score of n? for each n-word phrase that occurs in both
glosses

Computing overlap for other relations as well

(gloss of hypernyms and hyponyms)

SiMeesk = Y , overlap(gloss(r(cy), gloss(q(cz)))
r.geRELS
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Hasso
Extended Lesk ﬂPlattner

Institut

paper that is specially prepared for use in drafting I

53

the art of transferring designs from specially prepared paper to a
wood or glass or metal surface

common phrases: specially prepared and paper
SiMetesk =1+22=1+4=5
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Hasso

Thesaurus-based Similarities ﬂ e

> a Overview
simpath(cl,(?g) = —log pathlen(cy,c2)
SIMRaspik(C1,¢2) = —logP(LCS(cy,c2))
L ~ 2xlogP(LCS(c1.c2))
SIMLin(€1:€2) = 0 per) + logPlca)
1
simje(c1.c2) = 2 % log P(LCS(c1.c2)) — (logP(cy1) +logP(c2))
SiMeJ gk (C1.02) = Z overlap(gloss(r(cy)),gloss(g(c2)))

rqcRELS
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Hasso
Available Libraries ﬂ e

% & WordNet::Similarity

o Source:
http://wn-similarity.sourceforge.net/

o Web-based interface:

http://marimba.d.umn.edu/cgi-bin/similarity/
similarity.cgi
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Hasso
Thesaurus-based Methods ﬂ e
o Shortcomings

o Many words are missing in thesaurus
o Only use hyponym info
« Might useful for nouns, but weak for adjectives, adverbs, and verbs

o Many languages have no thesaurus

m Alternative
o Using distributional methods for word similarity
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Hasso
Distributional Methods ﬂﬁliﬁ?ﬁ{

m Using context information to find the similarity between words
m Guessing the meaning of a word based on its context

e ———

A bottle of tezguino is on the table
Everybody likes tezgtiino
Tezguino makes you drunk

We make tezgiino out of corn

=- An alcoholic beverage
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. Hasso
Context Representations ﬂ Plattner

Institut

m Considering a target term ¢

» Building a vocabulary of M words ({wq, wa, ws, ..., Wy })
m Creating a vector for t with M features (t = {fy, f, f3, ..., fiy})

o f; means the number of times the word w; occurs in the context
of t

tezgiino?

A bottle of tezgdiiino is on the table
Everybody likes tezgtiino
Tezgdino makes you drunk

We make fezgdino out of corn

t = tezglino
vocab = {book, bottle, city, drunk, like, water,...}
t={ 0, 1t ,0, 1 ,1, 0 ,.}
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. Hasso
Context Representations ﬂ Phattner
59 m Term-term matrix

o The number of times the context word ¢ appear close to the term
t in within a window

art boil data function large sugar summarize water

apricot 0 1 0 0 1 2 0 1

pineapple 0 1 0 0 1 1 0 1

digital 0 0 1 3 1 0 1 0

information 0 0 9 1 1 0 2 0
m Goal

o Finding a good metric that based on the vectors of these four
words shows
e apricot and pineapple to be hight similar
o digital and information to be hight similar
« the other four pairing (apricot & digital, apricot & information,
pineapple & digital, pineapple & information) to be less similar
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. Hasso
Distributional similarity ﬂ Plattner

€0 Three parameters should be specified

o How the co-occurrence terms are defined? (what is a neighbor?)
o How terms are weighted?

o What vector distance metric should be used?
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. . . . . Hasso
Distributional similarity ﬂ Plattner

Institut

61 .
m How the co-occurrence terms are defined? (what s a neighbor?)
Widow of k words
Sentence
Paragraph
Document

oo oo
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Hasso
Distributional similarity ﬂ Plattner
28 . How terms are weighted?

o Binary

¢ 1, if two words co-occur (no matter how often)
o 0, otherwise

o Frequency

o Number of times two words co-occur with respect to the total size
of the corpus

P(t,c) = #3

o Pointwise Mutual information

o Number of times two words co-occur, compared with what we
would expect if they were independent

PMI(t, ¢) = log pimss
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. . . . . Hasso
Distributional similarity ﬂ Plattner

Institut

#(t, ¢)
art boil data function large sugar summarize water
apricot 0 1 0 0 1 2 0 1
pineapple 0 1 0 0 1 1 0 1
digital 0 0 1 3 1 0 1 0
information 0 0 9 1 1 0 2 0
P(t,c) {N = 28)
art boil data  function large sugar summarize water
apricot 0 0.035 0 0 0.035 0.071 0 0.035
pineapple 0 0.03 0 0 0.035 0.035 0 0.035
digital 0 0 0.035 0.107 0.035 0 0.035 0
information 0 0 0.321 0.035 0.035 0 0.071 0
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Hasso

Pointwise Mutual Information ﬂ e

art boil data  function large sugar summarize water
apricot 0 0.035 0 0 0.035 0.071 0 0.035
pineapple 0 0.03 0 0 0.035 0.035 0 0.035
digital 0 0 0.035 0.107 0.035 0 0.035 0
information 0 0 0.321 0.035 0.035 0 0.071 0

P(digital, summarize) = 0.035
P(information, function) = 0.035

P(digital, summarize) = P(information, function)

PMI(digital, summarize) =7
PMI(information, function) =7
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Hasso
Plattner

Pointwise Mutual Information ﬂ Institut

art boil data  function large sugar summarize water
apricot 0 0.035 0 0 0.035 0.071 0 0.035
pineapple 0 0.03 0 0 0.035 0.035 0 0.035
digital 0 0 0.035 0.107 0.035 0 0.035 0
information 0 0 0.321 0.035 0.035 0 0.071 0

P(digital, summarize) = 0.035
P(information, function) = 0.035

P(digital) = 0.212 P(summarize) = 0.106

P(information) = 0.462 P(function) = 0.142

PMi(digital, summarize) = -\dgial.summarize) _ __0.035__ _ { 557
giial, ~ P(digital)-P(summarize) — 0.212x0.106 —

. . . __ P(information,function)  __ 0.035 _
PMI(mformatlon, funct/on) — P(information)-P(function) — 0.462x0.142 — 0.533

P(digital, summarize) > P(information, function)
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Hasso
Distributional similarity ﬂ Plattner
66 .
= How terms are weighted?
o Binary

o Frequency

o Pointwise Mutual information
o PMI(t,c) = log 55

o t-test

o t—test(t,c) = 7;:({,0);(:;(2(;(0)
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. Hasso
Distributional similarity ﬂ Plattner

67 m What vector distance metric should be used?
o Cosine
o SiMeosine(V, W) = %
o Jaccard
_ X min(v,w)

o SiMjaccard(V, W) = > max(v,w;)

o Dice

2x 37 min(v;,w;)

o SiMaice(V, W) = =5
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. Hasso
Further Reading Plattner

688 o Speech and Language Processing

o Chapters 19, 20
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