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Zero-Shot Learning in the context of databases is the process of training a model on a certain
number of databases and then using this model on unknown databases. The model will be trained on
runtimes of queries. Zero-Shot learning has the advantage of at least keeping the accuracy of workload-
driven training, while also reducing the cost and being more flexible, because the model isn’t trained for
just one specific database.

For Zero-Shot Learning it is necessary to encode
queries in a way that can generalize over databases.
This happens by saving information about query
operators and the data they are running on in graph
nodes. The saved information will just be
characteristics (for example tuplewidth or cardinalities)
of the data and not the data itself, to still be able to
generalize across databases. The cardinalities can be
collected by using an approach called data driven
learning, without having to run queries.

Comparison with workload-
driven Learning:

vary the number of training
queries observed for an
unseen database and compare
runtime prediction accuracy
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As shown by the graphics to the
right Zero-Shot Learning has
good performance compared to
existing approaches for database-
independent approaches. It also
compares well with workload-
driven learning which was one of
the goals with Zero-Shot learning.

But there are some tasks where
Zero-Shot learning can’t be used,
since the information about a
specific database is limited.
Therefore one of the future goals
of Zero-Shot learning is to go
from database-independent
learning to task-independent
learning.


