Multi-modal approach to Deep Hashing

for fast Image Retrieval

Abstract

Fast content-based image retrieval in large image databases like ImageNet [1] or BigEarthNet [2] poses a significant
challenge. Hashing algorithms can help by indexing the data. Recently convolutional neural networks (CCNs) have been
used successfully to hash images [3]. However, images are often captioned or have associated text meta-data which is not
taken into account in these methods. We propose researching a multi-modal neural net producing binary code hashes

from image as well as textual input.

Problem Goal

The resulting hash algorithm should map image data which
includes text information (e.g. using the CoCo dataset [5]
for evaluation) to more representative hash buckets than
state-of-the-art hashing algorithms wich only rely on the

When retrieving images based on a reference image most
of the time additional describing text is available, especially
In the internet era. This information is often not incorporated
In the retrieval process, thus a lot of useful information is

potentially unused. image itself.

SOIU“O” Training

The idea is to train a multi-modal neural network which is able to take /_\

two different types of input data. It consists of a LSTM (or RNN) part . ’ ‘ X ‘
reading text data (i.e. image captions and meta-data) and a CNN —T \
classifying the image itself. The LSTM can be based on pre-trained ‘
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word embedding models like GloVe or word2vec. As the network'’s loss @ imagehash @ hash of image fr. same class

function the similarity measure ‘triplet loss’ can be used [6]. The output

should be a binary code of length k, serving as the hash value.

The networks architecture can be seen below.

‘ hash of image fr. different class
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