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Nov Dec Jan

■ Use Case Infectious 
Diseases

■ Unsupervised ML

■ Lecture Kickoff

■ Actors in Healthcare

■ Digital Health Data

Final Exam
Feb 13, 2024

11:00am,
Lecture Hall HS1

■ Machine Learning (ML) 
Foundations

■ Use Case Oncology

■ Biology Recap

ML

Feb

Q & A

■ Natural Language 
Processing

■ Use Case Nephrology 
& Intensive Care

■ Supervised ML & 
Deep Learning

ML



■ Foundation Models

■ Language Modelling

■ Pre-Trained Language Models (BERT, GPT, and co.)

■ Zero-shot Inference, In-context Learning

■ Problems of LLMs
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Foundation Models
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Bommasani, Rishi, et al. "On the opportunities and risks of foundation models." arXiv preprint arXiv:2108.07258 (2021).



Adaptation of Foundation Models
(Transfer Learning)
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Language Models
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■ Assigning probabilities to sequences of 
words

■ Applications: Spelling correction, machine 
translation, speech recognition

Using chain rule of probability:
 
 P(“Natalie ran out of flour“) = 
P(“flour” | “Natalie ran out of“) ⋅ P(“Natalie ran out of“)

P(“Natalie ran out of flour”) > P(“Natalie ran out of plutonium)
P(“Natalie ran out of flour”) > P(“Natalie ran out of floor)
P(“Natalie ran out of flour”) > P(“flour Nathalie out of ran)

Perplexity (of a test set) to evaluate LM performance:

𝑊 = 𝑤!𝑤"…𝑤# 𝑃𝑃𝐿 𝑊 = 𝑃(𝑤!𝑤"…𝑤# )
$!%

“Natalie ran out of …. “ à P(“flour”)          = 0.01
P(“the”)                = 0.01
P(“plutonium”)    = 0.0001
P(“or”)         = 0.0000001



Language Models as Foundation Models
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■ Language Models do not need labelled data

àLeverage vast amounts (trillions of tokens) of 
diverse texts from websites, textbooks, …

■ Insight: predicting the next word requires an 
understanding of language (syntax) and 
probably a model of the world (semantics)

■ A ML model trained for LM needs to compress 
this complex knowledge in its parameters, which 
can be leveraged through transfer learning

■ Problems:

□ Unknown words à Subword tokenization

□ Large scale training à Self-Attention 
Networks (aka Transformers)



Subword Tokenization
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Prüfungsvorleistung

Pr– ü – fung – sv – or – le – istung 

■ Problems of representing each word individually:

□ Vocabulary size can get huge due to morphological richness, 
compound words, multilinguality

□ Words unseen in the training data can not be represented (OOV)

■ Idea: use a fixed number of subtokens (one or more characters), 
which represent the input text efficiently

■ Basic Algorithm (Byte Pair Encoding):

□ Start with vocabulary with single characters

□ Add most frequent pairs of characters to the vocabulary

□ Repeat until maximum vocabulary size is reached

■ Different variants implement other criteria for splitting and merging 
(e.g., SentencePiece)



Attention is All you Need
(Vaswani et al., 2017)
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■ Attention is a way to include context when
making predictions

■ In processing each element of the sequence, the
model attends:

□ to all inputs, both before and including the
current one (causal), or

□ all the inputs in the sequence (bi-directional)

■ Unlike RNNs, computations at each time step are
independent and can be performed in parallel

Jurafsky & Martin (2023), Speech and Language Processing (3rd ed. draft)



Transformers 
General-Purpose Building Blocks
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Transformer 
Block



Families of Language Models
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Lewis et al. (2019): BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation, and Comprehension 



Families of Language Models
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https://github.com/Mooler0410/LLMsPracticalGuide



Masked Language Modelling (MLM)
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https://www.sbert.net/examples/unsupervised_learning/MLM/README.html

■ Original BERT (Bidirectional Encoder 
Representations from Transformers ) 
model (Devlin et al., 2019):

□ 30,000 token subword vocabulary

□ 12 layers of Transformer blocks

□ 110M (small) to 340M (large) parameters

■ Trained with objective to predict:

□ Masked words

□ Next sentence

■ Trained on English text only: 

□ BooksCorpus (800M words)

□ English Wikipedia (2,500M words)



Hugging Face Demo
https://huggingface.co/bert-base-uncased
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https://huggingface.co/bert-base-uncased


Pre-Trained Language Model (PLM)
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■ MLM is usually not a useful task in itself

■ For other tasks BERT needs fine-tuning

■ Encoder of BERT computes a contextual embedding for each (sub)token

■ Just like static word embeddings, these can be used as an input for other models

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding (Devlin et al., NAACL 2019)



Fine-Tuning BERT for Different Tasks
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Text ClassificationSequence Tagging
(like NER)

… many other tasks

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding (Devlin et al., NAACL 2019)



■ Instead of training on English, general-domain text, we can use:

□ Text from other languages
(GBERT, GottBERT, CamemBERT, BERTje)

□ Multilingual text
(mBERT, XLM-RoBERTa)

□ Domain-specific text
(BioBERT, PubMedBERT, BioGottBERT, medBERT.de)

■ Trade-off between pre-training from scratch and continuing training

□ Training from scratch can result in better presentation of domain-specific 
terminology (e.g., PubmedBERT)

□ Continual pre-training can leverage existing models

Language- and Domain-specific Models
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■ Fine-tuning pre-trained BERT models + token classification head 
with approx. 200k manual NER annotations for findings, 
procedures and substances

■ Domain-specific models outperform general-domain ones

Example: GGPONC NER Models

Data Management for 
Digital Health, Winter 
2022

ML and Corpora

20

Test set performance

Bressem, Keno K., et al. “medBERT.de: A comprehensive german bert model for the medical domain." Expert Systems with Applications 237 (2024): 121598.



Families of Language Models
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https://github.com/Mooler0410/LLMsPracticalGuide



■ Learn to predict the next token

■ GPT-3 (Generative Pre-trained Transformer) has 
176B (!) parameters and was trained on 570GB 
of text

■ Many tasks can be framed as text generation 
problems, but output can be quite 
unpredictable / harmful

Autoregressive (Large) Language Models

Data Management for 
Digital Health, Winter 
2023

Foundation Models

22

https://slds-lmu.github.io/seminar_nlp_ss20/transfer-learning-for-nlp-ii.html#generative-pre-traininggpt-2



What is in the Pre-training Data of LLMs?
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Touvron, Hugo, et al. "Llama: Open and efficient foundation language models." arXiv preprint arXiv:2302.13971 (2023).

■ It’s hard to figure out the actual training data used for LLM development, but we 
know it for some examples, e.g., Llama-1 (Meta)



Autoregressive LLM Demo
nat.dev
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https://nat.dev/


Emerging Behaviour of LLMs
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Making LLMs More Useful / Less Harmful
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https://huyenchip.com/2023/05/02/rlhf.html



Fine-Tuning LLMS 
with High Quality Data and Human Feedback
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https://huyenchip.com/2023/05/02/rlhf.html



Supervised Fine-Tuning and 
Reinforcement Learning from Human Feedback
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Example: Phenotyping
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“… Social History: No 
alcohol use and quit 
tobacco greater than 25 
years ago with a 10-pack 
year smoking history.””

non-smoker

“..He is a heavy smoker 
and drinks 2–3 shots per 
day at times.”

current smokerex-smoker

“… SOCIAL HISTORY: 
Widowed since 1972, no 
tobacco, no alcohol, lives 
alone.”

Heinze et al. (2008): Medical i2b2 NLP Smoking Challenge: The A-Life System Architecture and Methodology



Zero-Shot Inference
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■ Zero-shot prompting without 
providing any specific examples or 
prior context

■ Model is expected to understand 
and execute the task based solely 
on its pre-existing knowledge and 
instructions in the prompt

What is the smoking status of the person 
described in this clinical note:

"Social History: No alcohol use and quit 
tobacco greater than 25 years ago with a 10-
pack year smoking history."

Input

Prompt Template



■ In-context learning (ICL) refers to 
the model's ability to adapt and 
respond based on the immediate 
context provided within a prompt.

■ Few-shot prompting is a type of 
ICL where the model is given a few 
examples to illustrate the task

■ Examples can be fixed or based on 
the input

Few-Shot Prompting / In-context Learning
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Your task is to determine the smoking status 
of the person described in a clinical note.

Here are some examples:
Input: "Smoker until 1999“
Output: ex-smoker

Input: "SOCIAL HISTORY: Widowed since 1972, 
no tobacco, no alcohol, lives alone.“
Output: non-smoker

Input: "He is a heavy smoker and drinks 2–3 
shots per day at times."
Output: current smoker

Input:
"Social History: No alcohol use and quit 
tobacco greater than 25 years ago with a 10-
pack year smoking history.”
Output:

Prompt Template

Few-Shot 
Examples

Input



Example
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https://github.com/hpi-dhc/dm4dh-2023/blob/main/6_LLMs.ipynb



Solution to All NLP Problems?
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■ Supervised fine-tuning often outperforms zero-shot / few-shot prompting, 
in particular for very specific tasks

□ e.g., many information extraction subtasks

■ Data contamination in benchmarks is an issue, when test sets are freely 
available on the internet

■ Additional issues of using a commercial API provider?

□ Data privacy / IP

□ Reproducibility (Model Updates)

□ Reliability / Availability

□ Transparency (Training Data, Post Filtering)

□ Cost (trade-off)

□ Dependencies / Vendor Lock-In



LLM Benchmarks
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https://fasteval.github.io/FastEval/



Capabilities of LLMs
“Theory of Mind”

Data Management for 
Digital Health, Winter 
2023

Foundation Models

35
Kosinski, Michal. "Theory of mind might have spontaneously emerged in large language
models." Preprint at https://arxiv. org/abs/2302.02083 (2023).



Path to AGI?
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Morris et al. (2023), Levels of 
AGI: Operationalizing Progress on 
the Path to AGI, 
https://arxiv.org/abs/2311.02462



■ BioGPT (Luo et al., 2022):

□ GPT-2 Model trained on PubMed 
articles

□ Supervised Fine-Tuning on Narrow 
Tasks (NER, RE, QA, …)

■ PubMedGPT / BioMedLM
(Stanford, 2022):

□ 2.7B Parameter GPT Model trained 
on PubMed articles

■ Med-PaLM 2 (Singhal et al., 2023)

□ PaLM 2 (Google, general-purpose)

□ Instruction Finetuning on Medical 
QA datasets

Medical LLMs
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MediTron
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Chen et al. (2023) https://arxiv.org/abs/2311.16079

■ Based on Llama-2 (70B)

■ Fine-tuned on 48.1B tokens of:

□ PubMed Articles

□ Clinical Guidelines

□ Small “replay” dataset from 
general domain to prevent 
catastrophic forgetting

■ For Evaluation: task-specific fine-
tuning on Medical QA dataset



■ LLMs often generate text, that sounds reasonable, but 
is factually incorrect (aka confabulations)

■ Potential reasons:

□ Internet is full of wrong information

□ Human raters in RLHF / instruction-tuning might 
prefer confident answers

□ ”Just text” - no grounding in the real world

□ Ambiguous Queries

■ Potential solutions (none of them is perfect):

□ Output Filters

□ Fine-Tuning

□ Give LLM access to “world knowledge”

Hallucinations
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Retrieval Augmented Generation

Meseberg, 2023-09-22

NLP, LLMs

https://research.ibm.com/blog/retrieval-augmented-generation-RAG
40

■ Combines LLMs with external 
knowledge retrieval mechanism, using:

□ Standard text search

□ Vector databases for similarity search 
with word embeddings

■ Given a query, the retrieval system 
retrieves contextually relevant 
documents or data

■ The language model is prompted to 
generate an answer to the query using 
the original query + the retrieved 
context



Retrieval Augmented Generation
you.com
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https://you.com/


Retrieval Augmented Generation
ChatGPT Plugins
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■ (Large) Language Models and Variants (MLM, Autoregressive)

■ Subword Tokenization

■ Transformer Architecture

■ Fine-Tuning vs. Zero-Shot Prompting vs. Few-Shot Prompting

■ Hallucinations and RAG

What to Take Home
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